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Abstract — Centralised data architectures often
create operational bottlenecks that limit organisational
agility. Data Mesh offers a distributed alternative
through domain ownership and federated governance.
This narrative review synthesises 52 sources published
between 2001 and 2024, examining the evolution from
traditional data architectures to Data Mesh
implementations across financial services, healthcare,
e-commerce, and technology sectors. The review traces
the progression from centralised data warehouses
through distributed computing frameworks to Data
Mesh's emergence, identifying four foundational
principles domain-oriented decentralisation, data as a
product, self-serve infrastructure, and federated
governance. Analysis of recent implementation studies
reveals mixed outcomes. Successful adoptions
demonstrate improved domain autonomy and reduced
central bottlenecks. However, multiple case reports
significant coordination complexity and extended
implementation timelines, with transformations
requiring substantial investments in platform
engineering. Consistent challenges emerge, including
skill gaps in domain teams transitioning to data
ownership, policy conflicts in federated governance
structures, infrastructure investments that exceed
traditional architectures, and cultural resistance to

distributed accountability. Implementation success
correlates with existing DevOps maturity, sustained
executive sponsorship, phased adoption approaches,
and robust metadata management capabilities. The
review identifies critical research gaps in standardised
success metrics, quantitative failure analysis, privacy-
preserving techniques for federated environments, and
long-term sustainability assessment. Based on the
analysed cases, Data Mesh appears most suitable for
large enterprises with diverse data domains and
established platform engineering capabilities. Smaller
organisations may find centralised approaches more
appropriate given the complexity and resource
requirements of distributed architectures. This
synthesis provides practitioners with evidence-based
insights while highlighting priorities for future research.

Keywords— Data Mesh, Decentralised Data Architecture,
Data Governance, Enterprise Architecture, Literature Review,
Data As A Product.

I. INTRODUCTION

Data has become a critical asset that helps
organisations improve decision-making and gain a
competitive advantage, with advanced analytical
approaches being applied across various domains to
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extract meaningful insights from complex datasets.
Millions of users generate data daily through e-
commerce platforms and banking transactions. The
variety, volume, and velocity of this data distinguish it
from traditional datasets, leading to its classification as
"Big Data.". Enterprises use "Big Data" analytics for
customer behaviour analysis, demand forecasting, and
operational optimisation. However, traditional Big Data
architectures, such as data warehouses and data
lakes, are struggling to keep pace as businesses scale.
These traditional centralised systems often create
governance challenges and lack the collaboration and
speed required for effective decision-making.

Data Mesh, introduced by Zhamak Dehghani in
2019, aims to improve speed and scalability compared
to traditional centralised architectures. Data Mesh
shifts the ownership of data to domain-specific teams.
Each team will possess ownership of its respective
domain of data and will be responsible for acquiring,
storing, processing, and serving the data within that
domain. The decentralisation of data allows for more
efficient use of data, as specialised and experienced
personnel can concentrate their efforts more
effectively on their specific data domain. While Data
Mesh promises to address these challenges through
decentralisation, there is a need for an analysis of its
effectiveness, implementation challenges, and
comparative advantages.

The first objective of this paper is to examine the
evolution and core principles of Data Mesh
architecture. This objective illustrates the evolution of
the data warehouse to the emergence of the Data
Fabric. This also highlighted the reason why
centralised platforms struggled as data volumes and
domain complexity grew. The second objective is to
identify key challenges and limitations in the current
adoption of Data Mesh. This objective identifies and
classifies obstacles encountered by real-world
practitioners, as documented in the literature from
2019 to 2025.

The main research question can be stated as
follows.

e What are the documented benefits and
implementation challenges of Data Mesh
architecture in enterprise environments?

One of the contributions is to provide an overview
of Data Mesh principles, documented
implementations, and reported challenges across
various industries. The second contribution is to
identify research gaps and future directions for Data
Mesh development, providing a roadmap for
researchers to follow as they navigate their research.

The paper is organised as follows. The literature
review section examines the evolution of enterprise
data architecture from data warehouses to data fabrics
before focusing on the four core principles of Data
Mesh. It summarises major real-world implementations
and highlights related technological advancements.
The discussion and analysis section outlines the
review process employed to extract insights on Data

Mesh implementations and their associated
challenges. Lastly, the Conclusion and Future
Direction section highlights main contributions,
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outlines strategic implications for practitioners and
researchers, and suggests concrete directions for
future work.

. METHODOLOGY

This paper presents a narrative review of Data
Mesh architecture, examining its emergence,
principles, and implementation experiences through
analysis of relevant literature published between 2001
and 2024. The review synthesises 52 sources selected
for their contribution to understanding the evolution of
data architectures and the specific characteristics of
Data Mesh implementations.

Sources were identified through iterative searches
in Google Scholar and Semantic Scholar, beginning
with the term 'Data Mesh' and expanding to related
concepts as themes emerged from initial readings. The
search process followed citation chains from key
papers, particularly Dehghani's foundational work and
recent implementation studies. The final selection of 52
sources represents literature published between 2001
and 2024, including earlier works on distributed
systems and microservices that provided necessary
context for understanding Data Mesh's emergence.
Sources were selected based on their relevance to
either the theoretical foundations of Data Mesh, such
as distributed computing and microservices, or
empirical insights into implementation experiences.
Implementation outcomes were assessed based on
authors' own evaluations and reported metrics,
recognizing that definitions of success varied across
different organizational contexts and study designs.

The literature selection followed a purposive
approach, identifying papers that addressed key
aspects of Data Mesh or its foundational concepts.
Sources were organised into three thematic categories
based on their primary focus. Foundational literature
encompassing traditional data  warehouses,
microservices architectures, and distributed computing
systems provided the necessary context for
understanding the architectural evolution that led to
Data Mesh. Conceptual papers addressing Data Mesh
principles, architectural patterns, and enabling
technologies formed the second category. The third
category comprised studies documenting actual Data
Mesh implementations and their outcomes across
various organisational contexts.

The review process involved reading and
synthesising these sources to identify common
themes, implementation patterns, and reported
challenges. Papers were examined for their
contributions to understanding the benefits of Data
Mesh, implementation obstacles, and practical
experiences. The synthesis focused on identifying
convergent and divergent findings across different
sources, with particular attention to gaps between
theoretical expectations and reported implementation
outcomes.

[ll. LITERATURE REVIEW

A. Evolution and Core Principles of Data Mesh

In the past, organisations relied on centralised data
warehouses to store and manage all their data. This
approach worked well when companies were smaller
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and data volumes were manageable. The centralised
model provided a single source of truth for reporting
and analytics. However, as businesses grew larger
and data became increasingly complex, these systems
began to show severe limitations.

Centralised data management creates operational
bottlenecks. This is because all data requests must be
processed through a central team, which can
significantly reduce the response time [1], [2]. Business
teams must wait for central data engineers to build
reports or implement changes. This delay hinders
business agility, making it challenging for companies
to respond promptly to market changes. Research
shows that centralised data warehouses face serious
scalability challenges when organisations grow [3], [4].

Conway's Law explains that centralised systems
struggle in large organisations because the designs
are copies of the communication structures of these
organisations [5]. This means that if the organisation
has a distributed structure but a centralised data
system, a fundamental mismatch will be encountered
between how people work and how data flows.

As organisations scale, the central data teams
cannot keep up with all the different business domains
that need data. Each domain has its specific
requirements and timelines, but the centralised
approach forces everyone to follow the same
processes. Central teams often lack the in-depth
domain knowledge required to develop effective data
models [6]. Support requirements increase
significantly as more teams need data access [7].

As centralised data architectures struggled with
scalability, Data Fabric emerged as an intermediate
solution attempting to address integration challenges
through unified data management across distributed
environments. Data Fabric creates a unified layer that
sits above distributed data sources, providing a single
access point for data consumers while the underlying
data remains physically distributed [8], [9].

Liu et al. [8] developed a metadata-based Data
Fabric system that aggregates data from different
sources through strong business correlation, creating
comprehensive knowledge maps. The approach
demonstrates how Data Fabric systems can integrate
heterogeneous data sources without requiring physical
centralisation. These architectures still rely heavily on
centralised metadata management and coordination
mechanisms.

Studies on distributed Data Fabric architectures [9]
show that while these systems can handle massive
data scattered across different departments and
systems, they introduce significant complexity in
metadata synchronisation and governance. Data
Fabric solutions offer improved data discoverability
compared to traditional data lakes, but at the expense
of increased operational overhead and potential
metadata inconsistencies across domains.

Analysis of Data Fabric implementations reveals
several fundamental limitations that prevent them from
fully addressing organisational scaling challenges [10].
While Data Fabric architectures excel at data
integration and virtualisation, they maintain centralised
governance models that create bottlenecks similar to
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those found in traditional data warehouses. Data
Fabric solutions struggle with domain-specific
requirements and organisational autonomy, as they
still require central teams to manage policies and
standards across all connected systems [11].

The Data Fabric approach, whilst technically
sophisticated, failed to address the fundamental
organisational misalignment issues identified by
Conway's Law. Organisations implementing Data
Fabric solutions often found that the centralised
governance model conflicted with their distributed
business operations, leading to coordination
challenges and reduced agility. This limitation became
apparent as enterprises required more domain-specific
control over their data assets, prompting the
exploration of alternative approaches to address this
need.

Data Mesh emerged by adapting successful
patterns from software development, particularly
microservices architecture, which had effectively
addressed similar scaling challenges in application
development. Microservices architecture can break
down big, monolithic applications into smaller,
independent services [12], [13]. Each service is owned
by a small team that can make changes quickly without
affecting other parts of the system. The microservices
approach demonstrates that distributed ownership is
often more effective than centralised control in many
situations [14], [15].

Studies demonstrate that microservices offer
benefits such as faster deployment cycles, improved
scalability, and enhanced separation of concerns
among services [16]. However, they also introduce
new challenges around service coordination, data
consistency, and system complexity. These lessons
became crucial for the development of Data Mesh - the
benefits of distributed ownership were clear, but so
was the need for careful coordination mechanisms.

Distributed computing frameworks can handle large
volumes of data more effectively than centralised
approaches [17], [18]. These systems also introduce
new coordination and consistency challenges. The key
is to design systems that minimise coordination
overhead whilst maintaining necessary standards [19].

Cloud computing research demonstrated that
scalable infrastructure could address some traditional
limitations. However, technology and changes in
organisations were required to realise the benefits of
distributed approaches [20]. This experience showed
that both technical and organisational alignment are
crucial for success.

Data Mesh has emerged as a new approach to data
architecture that addresses the limitations of both
centralised systems and intermediate solutions, such
as Data Fabric, by distributing ownership while
maintaining coordination through federated
governance. This allows organisations to scale their
data capabilities without creating bottlenecks. This
approach necessitates substantial changes to how
teams operate and the skills they need to develop.

Data Mesh distributes both data ownership and
governance responsibilities to domain teams while
providing federated coordination mechanisms [5].

116



Vol 7 No 3 (2025)
B. Core Principles of Data Mesh

Based on Machado et al. [21], Data Mesh is a
decentralised  data-architecture  paradigm that
distributes data ownership to domain teams rather
than maintaining centralised control. Machado et al.
explain that this model builds on principles from
domain-driven design and microservices, applying
similar decentralisation concepts to data management.

The Data Mesh approach emerged from
challenges observed in scaling traditional centralised
data architectures. Data Mesh explicitly aligns data
architecture with business domain boundaries [5]. This
approach shares conceptual foundations with
microservices patterns, where distributed ownership
aims to reduce coordination overhead [22].

Data As A Product

The first core principle is to treat data as a product.
This ensures that data quality management operates
at the same level as customer-facing products. This
principle promotes clear ownership, comprehensive
documentation, and formal service-level agreements
[23]. Research on distributed systems shows that clear
ownership and interface definitions are crucial for
system reliability. The primary benefit of this approach
is that data quality steadily improves over time through
dedicated ownership and management [24].
Coordination costs increase when multiple teams
consume the same data. Data products must define
explicit interfaces and versioning strategies to maintain
compatibility across consuming systems [25]. Teams
must also understand how to access and use the data
effectively. Adopting this principle means teams need
to develop new skills, which may initially lead to a
reduction in productivity as they learn these
capabilities.

Domain-Oriented Data Ownership

Domain-oriented data ownership is the second core
principle. It shifts responsibility from a centralised
engineering team to the business unit that generates
and primarily uses the data. This change reduces
bottlenecks since the domain team no longer depends
on central data engineers for routine updates [26].
However, domain teams may encounter skill gaps
because they often lack the specialised data-
engineering expertise needed. Both domain and
central teams can struggle to maintain consistent
standards, given their different backgrounds [27]. To
implement this principle successfully, domain teams
must invest resources in developing data-engineering
capabilities. This  represents a  significant
organisational transformation, requiring structured
training and adaptation.

Federated Governance

The third core principle is federated governance.
The purpose of this is to balance organisational
standards with automation [28]. The principle behind it
is to implement automated policy enforcement across
domains. This can easily maintain the organisation's
regulatory requirements. It also enables teams to
make more informed decisions. However, conflicts
may arise if two different teams' policies clash. To
avoid this, all teams' policies must be standardised.
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This principle requires developing automation tools to
enforce policies. It also requires a continuous
monitoring system to detect any violations in real time.

Self-Serve Data Infrastructure

The self-serve data infrastructure is the last core
principle. This principle provides domain teams with
platforms that abstract underlying complexity while
reducing dependencies on central teams and
shortening development cycles [29]. The main
challenge is that the organisation may not fully
understand the complexity of implementing the
platform. The platform team has to be flexible in
balancing standardisation with domain needs. It also
requires a large amount of investment in this
infrastructure. [30]. Implementation requires guidance
and governance for platform usage. Complete
documentation and training are necessary to enable
teams to utilise the infrastructure effectively [12].

While the Data Mesh principle can improve
scalability and enhance decision-making, it also
requires teams to develop new skills to apply its
principles effectively. The teams may experience
reduced productivity during the transition [31]. Overall,
the architecture can increase system complexity,
which may not always be beneficial. Additionally, self-
serve data infrastructure can be more expensive than
centralised approaches [32]. Table 1 shows the four
core principles for data mesh. Figure 1 shows the
domain-oriented ownership, data products, self-serve
platform, and federated governance.

TABLE 1. The Four Core Principles for Data Mesh

. Implementa
Principle E%t::ftiltil tion Requﬁgnents
Challenges
Domain- . .
oriented Reduced Skills gaps in Datg .
data central domain engineering
ownership bottlenecks teams training
Improved
. Increased Product
I?:art: d?]scta ;:ihartoaugﬁuallty coordination management
ownership costs practices
Reduced
Self-serve | infrastructur | High Platform
data e platform engineering
platform dependencie | investment expertise
s
Balance of :
Federated autonomy Egrl:fclzi}(/:t Monitoring
governance | and - systems
compliance resolution

C. Technological Advancements Supporting Data

Mesh
Data

Mesh

architectures

rely on

specific

technologies to function effectively. They can help
teams manage data more effectively. They also ensure
that different systems can interoperate and that
governance rules are standardised. Studies have
identified the essential technologies required to
operate these systems efficiently.

117



Vol 7 No 3 (2025)

Domain-Oriented Data
Qwnership

|+ Business units own
their data

|+ Domain expertise
utilized

+ Reduces bottlenecks

+  Shifts responsibility
from central team

Data as a Product

R

» Clear ownership
established

+ Comprehensive

documentation required

«  Service-level
agreements defined

. Quality management
practices implemented

N

Self-Serve Data Federated Governance

Infrastructure

+ Platform engineering +  Automated policy
capabilities enforcement

s Abstract underlying + Balance betwesn
complexity autonomy and standards

|l Reduce dependencies| » Cross-domain
on central teams. coordination

|+ Enable domain teams + Collaborative
to work autonomously decision-making

FIGURE 1. Data Mesh architecture showing domain-oriented
ownership, data products, self-serve platform, and federated
governance

Schema evolution and data interoperability present
significant challenges in distributed data systems.
Chillén et al. [33] developed an evolution method that
works with both NoSQL and relational databases. The
technique can automate data migration and keep data
consistent across distributed domains. This
demonstrates that the approach requires flexibility
while maintaining data integrity, ensuring it does not
violate constraints in a federated environment. Hu et
al. [34] demonstrated a different evolution method
using snapshot-based databases to do it online. This
method can be done with only minimal performance
overhead. It can identify changes across different
autonomous domains without introducing additional
complexity. This approach appears promising, but it
requires effective coordination mechanisms to be in
place.

The distributed governance and automation
systems must ensure that policies remain consistent
across different domains. It is essential to prevent
conflicts between them. One major technology
company uses a policy-as-code approach to automate
enforcement in a distributed architecture [35].
However, this architecture becomes more complex to
implement compared to a centralised system.
Automated governance systems can enforce general
data policies but still require human judgment for
specific rules [36]. The security challenges inherent in
distributed architectures, particularly those related to
policy enforcement across autonomous domains,
mirror those encountered in loT and SDN
environments, where distributed security management
requires sophisticated coordination mechanisms [50].
Automation can significantly reduce manual work, but
it still requires human supervision in complex settings.

Federated learning and distributed data processing
technologies offer valuable insights for Data Mesh
implementations. Federated learning systems [37]
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demonstrate that distributed data processing can
maintain privacy and reduce data transfer overhead
while introducing new challenges in model
coordination and performance optimisation. Research
on federated data management [38] indicates that
management complexity increases substantially as the
number of participating domains grows, potentially
offsetting the benefits of decentralisation in smaller
organisations.

Data quality management in distributed systems
requires different approaches than centralised
architectures. Recent studies [39] on Al-powered data
governance have demonstrated that machine learning
techniques can automate data quality assessment
across  distributed  systems, although their
effectiveness varies significantly based on the
characteristics of the data domain. Automated data
quality systems achieve 70-85% accuracy in detecting
standard quality issues but struggle with domain-
specific quality requirements [40]. Distributed data
quality management requires substantially more
sophisticated tooling than centralised approaches.

Metadata ~management and discoverability
systems must handle the complexity of federated
environments. Maintaining consistent metadata across
autonomous domains requires automated
synchronisation mechanisms, though these can
introduce performance overhead [41]. Federated
metadata systems can enhance data discoverability
but at the expense of increased system complexity and
potential metadata inconsistencies across domains
[42].

The performance implications of distributed
architectures have been extensively documented in
multiple studies. Well-designed federated
architectures can achieve comparable query
performance to centralised systems for domain-
specific  queries, but experience significant
performance degradation for cross-domain operations
[43]. Performance analysis reveals that distributed
architectures provide better fault isolation but
complicate debugging and system monitoring
compared to centralised approaches [44].

These technological enablers make Data Mesh
implementation feasible, but research consistently
demonstrates that distributed architectures introduce
substantial operational complexity. Studies indicate
that organisations must invest significantly in platform
engineering and automation capabilities to realise the
benefits of decentralised data management [45].

D. Implementation Experiences and Lessons
Learned

Implementing the Data Mesh requires a thorough
understanding of the foundational documentation.
Understanding the documentation can increase the
success rate of implementation and can help tackle
challenges during the process. Recent studies have
provided valuable insights into transitioning from a
centralised system to a distributed data architecture.

Systematic Analysis of Implementation Challenges

Bode et al. [46] conducted 15 semi-structured
interviews with industry experts across multiple
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organisations implementing Data Mesh architectures.
Their research identified significant organisational
challenges that contradict much of the promotional
literature. The study found that organisations
consistently struggled with the transition to federated
data governance, with participants reporting difficulties
in shifting responsibilities from centralised data teams
to domain-specific units. A key finding was that
organisations underestimated the cultural and
organisational changes required, with many reverting
to centralised practices when facing coordination
difficulties.

Multi-Organisation Case Study Analysis

Kumar et al. [45] examined Data Mesh
implementations across three organisations in the
Netherlands and Germany, documenting both
technical and organisational challenges that emerged
during implementation and providing insights into
practical design decisions and their outcomes.

Cross-Industry Implementation Patterns

Tamburri et al. [43] systematically reviewed 43
industrial implementations, revealing common patterns
and failure modes while identifying several recurring
implementation challenges across different industries
and organisational contexts. Organisations
consistently struggled with data product discovery and
cataloguing, with many implementations failing to
achieve the promised benefits due to poor
discoverability of distributed data assets [50].

The study documented technology platform
challenges that were consistently underestimated.
Organisations require substantial investment in
monitoring and observability tools specifically
designed for distributed data architectures. The
research found that debugging and troubleshooting
distributed data systems proved significantly more
complex than centralised approaches, leading to
increased operational overhead. Many organisations
reported higher-than-expected infrastructure costs due
to the need for data replication and distributed storage.

Sector-Specific Adaptation Challenges

Research examining the adoption of Data Mesh in
healthcare settings [47] revealed domain-specific
implementation challenges. Regulatory compliance
requirements significantly complicated the
implementation of federated governance, with
organisations struggling to maintain audit trails across
distributed domains. Healthcare organisations
reported particular difficulties in implementing data-
sharing protocols while preserving patient privacy
protections, requiring custom governance frameworks
that increased implementation complexity.

Military  and defence  applications [48]
demonstrated unique challenges in disconnected
environments. While Data Mesh concepts can function
in bandwidth-constrained tactical edge environments,
they require substantial modifications to standard
architectures. Maintaining data consistency across
intermittently connected domains introduced technical
complexities not present in traditional enterprise
environments.

Implementation Success Factors and Limitations
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Analysis across multiple studies [49] identified
several critical success factors for Data Mesh
implementations. Organisations with strong existing
DevOps and platform engineering capabilities
achieved more successful transitions than those
attempting to build these capabilities during the
adoption of Data Mesh.

Organisations with fewer than 100 data
practitioners often found that the implementation costs
of Data Mesh exceeded its benefits due to coordination
overhead. The studies showed that smaller
organisations frequently reverted to centralised
approaches after encountering the complexities of
distributed governance.

Critical Analysis of Implementation Outcomes

Common failure modes include inadequate
platform investment, underestimation of organisational
change requirements, and insufficient technical
capabilities within domain teams. The success of Data
Mesh depends heavily on the organisational context,
existing technical capabilites, and sustained
leadership commitment, rather than being universally
applicable [36].

I\VV. DISCUSSION AND ANALYSIS

A. Synthesis of Key Findings

Analysis of recent empirical research reveals that
Data Mesh implementation outcomes vary significantly
across organisational contexts, with success
dependent on multiple interconnected factors rather
than being universally applicable. While some
organisations achieve benefits from distributed data
ownership, implementation challenges are substantial
and success rates are lower than those initially
suggested in promotional literature.

A systematic analysis of industry implementations
reveals a complex picture of both successes and
failures [43], [45], [46]. Research by Bode et al. [46]
demonstrates that organisations  consistently
underestimate the organisational transformation
required, with their 15 expert interviews revealing that
implementations take significantly longer than initially
anticipated by most organisations.

Cross-sector analysis reveals common
implementation patterns. Organisations frequently
struggle with the transition to federated governance,
requiring more than 18 months of sustained effort to
achieve stable governance frameworks [43], [44].
Financial services organisations, while gaining some
benefits in specific domains, report that the complexity
of regulatory compliance increases substantially in
distributed architectures. E-commerce
implementations demonstrate promise in enabling
domain autonomy, albeit at the expense of increased
infrastructure complexity and coordination overhead.

Research synthesis identifies several factors that
differentiate successful from unsuccessful
implementations. Organisations with strong existing
DevOps and platform engineering capabilities
demonstrate higher success rates, while those
attempting to build these capabilities during Data Mesh
adoption face significant challenges.
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Organisational readiness emerges as a critical
determinant of success. Organisations with fewer than
100 data practitioners often find implementation costs
exceed benefits due to coordination overhead. Domain
teams consistently require 3-6 months to develop
effective data product management capabilities, during
which productivity may decrease compared to
centralised approaches [47], [49].

Analysis of technological enablers reveals that
organisations  consistently  underestimate  the
complexity of building self-service data platforms,
contradicting simplified architectural presentations.
The selection of appropriate platform technologies and
vendors requires systematic multi-criteria decision-
making approaches to evaluate competing alternatives
effectively [51]. Distributed architectures typically
introduce  15-30% higher infrastructure costs
compared to centralised systems due to data
replication and coordination requirements [44].

Federated governance implementation proves
particularly challenging in practice. Organisations
struggle to balance domain autonomy with
organisational standards, often experiencing policy
conflicts and inconsistent implementation across
domains. Automated governance systems can enforce
common policies, but they require sophisticated tooling
to handle complex business rules. Studies reveal that
debugging and monitoring distributed data systems
significantly  increases  operational = complexity
compared to centralised approaches.

The research identifies organisational context as a
primary determinant of Data Mesh viability. Large
organisations with diverse data domains and
substantial technical resources demonstrate higher
success rates than smaller organisations with limited
platform engineering capabilities. The industry sector
influences implementation complexity, with heavily
regulated industries facing additional challenges in
maintaining compliance across multiple distributed
domains.

Geographic and organisational culture factors also
influence outcomes. Organisations with strong
software engineering cultures tend to adapt more
successfully than those with traditional data
warehouse backgrounds. Executive sponsorship and
dedicated change management resources are
essential for overcoming organisational resistance to
distributed data  ownership, although these
investments are often underestimated during planning
phases.

The synthesis of empirical evidence indicates that
Data Mesh effectiveness is highly contextual rather
than universally applicable. While the four foundational
principles provide a practical architectural framework,
their implementation requires substantial
organisational capability development and sustained
investment. The evidence suggests that Data Mesh is
most beneficial for large, technically sophisticated
organisations with diverse data domains and sufficient
resources to manage the complexity of distributed
systems.
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B. Critical Analysis of Implementation Patterns

Successful Data Mesh implementations often
share several critical enablers. First, organisations that
allocated dedicated platform engineering resources
achieved smoother rollouts and fewer production
incidents [43], [45]. Second, embedding automated
quality checks and metadata generation into CI/CD
pipelines has proven essential in maintaining trust as
the mesh scales [44]. Third, federated governance
bodies that meet regularly, comprising domain
stewards, legal, and central data leadership, are used
to avoid policy drift by continuously reconciling global
standards with local requirements [36]. In some mid-
market firms, the absence of a clear phased adoption
roadmap led to domains reverting to centralised
backups, undermining autonomy. These patterns also
require disciplined operating practices.

C. Identification of Critical Research Gaps

Although the literature review indicates clear
benefits, several research gaps impede broader
adoption. First, no standardised ROI framework exists

to quantify long-term returns on Data Mesh
investments. Existing studies rely primarily on
anecdotal evidence or single-organisation case

metrics, making cross-case comparisons difficult.
Second, maturity models for federated governance
remain underdeveloped. They lack checklists that
guide organisations from the pilot phase to complete
decentralisation.

Third, privacy-preserving techniques within a Data
Mesh context are largely unexplored. Practical
methods for embedding differential privacy or
federated learning into domain pipelines have not been
well codified, leaving a gap in heavily regulated
sectors. Fourth, change-management methodologies
tailored to Data Mesh adoption lack specificity.
Although general frameworks are referenced, no
studies have validated which tactics most effectively
drive the necessary cultural transformation. Finally,
integration strategies for legacy systems need further
elaboration, as only a few documented approaches
successfully transform data warehouses into a
federated mesh without extensive reengineering.

D. Implications for Practice and Theory

For practitioners, the findings underscore the
importance of investing early in platform engineering
capabilities and integrating automated governance
checks to ensure effective management and control.
Building reusable SDKs, templated pipeline scaffolds,
and low-code interfaces can drastically reduce
onboarding friction for domain teams. Governance
councils should be chartered with clear decision-
making rights, established communication protocols,
and mechanisms for ongoing policy refinement. From
a theoretical standpoint, Data Mesh challenges
existing assumptions in data governance and
organisational design. The shift toward domain-driven
stewardship calls for new models in organisational
behaviour that account for cross-functional
accountability and product-centric data thinking.
Information systems research can explore how
federated governance bodies balance control and
autonomy, as well as how knowledge transfer occurs
between central and domain teams. Additionally,
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socio-technical theories of change management must
be extended to account for the hybrid skill sets required
in Data Mesh, which blends data engineering, product
management, and domain expertise.

V. CONCLUSION AND FUTURE DIRECTIONS

Data Mesh represents a decentralised data
architecture approach that distributes ownership to
domain teams and implements federated governance
through self-serve platforms. Research indicates
mixed implementation outcomes, as detailed in this
review. Successful implementations require
substantial investment in platform engineering and
cultural transformation.

A. Strategic Implications

Organisations considering Data Mesh should
conduct thorough readiness assessments of platform
engineering capabilities and domain team skills. Given
the documented implementation challenges, Data
Mesh appears most suitable for large organisations
with diverse data domains and strong technical
resources. Organisations should expect extended
platform development periods and higher costs than
initially estimated. A phased pilot approach can
validate readiness before implementing it more
broadly.

B. Future Research Directions

There are several critical research needs to
advance the practice of Data Mesh. First, longitudinal
studies are necessary to track the implementation over
two to three years. This allows a better understanding
of their long-term viability. Second, it is essential to
conduct systematic analyses of projects that did not
succeed to pinpoint the failure modes and learn from
mistakes. Third, contextual frameworks should be
developed to help organisations determine whether
Data Mesh is suitable for their context. Fourth,
standardised models for measuring return on
investment should be designed so companies can
reliably compare costs and benefits. Finally, the
finance and healthcare industries should utilise
privacy-preserving techniques that comply with
stringent regulations while upholding the principles of
Data Mesh.

C. Limitations and Considerations

This review relies primarily on early-stage
implementations and documented case studies, which
may overrepresent successful outcomes while
underreporting failures. Geographic bias toward North
American and European implementations limits the
generalizability of the findings. Most studies examine
short-term outcomes within 6 to 18 months, which are
insufficient to assess long-term sustainability. The
rapid evolution of supporting technologies and the lack
of standardised success metrics further limit current
understanding.
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