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Abstract - Designing a hybrid or ensemble data mining 

system appropriate to the application is a research 
challenge. Heart disease is a life threatening disease that 
need to be recognized correctly in the starting stage 
before it becomes more complex. Using artificial 
intelligence techniques in a hybrid and ensemble 
architecture can support the prediction of heart disease 
more effectively based on the given sample cases. This 
paper proposes a classification system called genetic 
algorithm-based ensemble classification system (GA-
ECS) for the identification of heart disease. As feature 
selection is the crucial step before applying the data 
mining techniques, the genetic algorithm is used in GA-
ECS to identify the best features in a given dataset. The 
Cleveland heart disease dataset is used for testing GA-
ECS. The performance of GA-ECS is compared with 
different machine learning classifiers for the prediction of 
heart disease. GA-ECS showed a promising outcome with 

an accuracy of 90% for the diagnosis of heart disease.          

Keywords—Ensemble Learning, Genetic Algorithm, 

AdaBoost, Data Mining, Medical Diagnosis.  

I. INTRODUCTION 

Artificial intelligence (AI) techniques are useful in 
healthcare applications in providing solutions for 
diagnosis of diseases through the development of 
software that can analyze like medical experts [1-4]. The 
AI and machine learning techniques are being 
investigated for the medical diagnosis problem by testing 
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its performance on prediction of unknown cases [5-8]. 
Different machine learning algorithms produce different 
outcomes based on the application. The efficiencies of 
machine learning algorithms are being varied according 
to the training samples. Data preprocessing techniques 
such as feature extraction methods mainly affect the 
outcomes of AI classifiers applied for the data mining 
process [9-12]. An appropriate selection of feature 
extraction methods and AI classifiers based on the 
application can improve the performance of a medical 
prediction system. Heart disease is one of the critical 
challenges which remains to be the major cause of death 
and it is being a serious discussion in various healthcare 
organizations in Malaysia [13]. Many people of all types 
of ages living in Malaysia are being diagnosed with heart 
disease [14]. Many research works are being done in 
data mining to support the prediction of heart disease 
applying the accessible medical datasets [15].  

The following described research works used the 
Cleveland heart disease dataset [16] for testing. The 
performance of support vector machine (SVM) [17] and 
artificial neural network (ANN) [18] were studied in the 
research work [19] for the classification of heart disease 
where SVM showed an accuracy of 83.1% and ANN 
showed an accuracy of 72.7%. The performances of 
different machine learning boosting techniques were 
studied individually in the research work [20] for the 
classification of heart disease the hybrid of AdaBoost 
[21] and SVM classification approach showed good 
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performance on classification. The performances of 
decision tree [22], extreme learning machine [23], and 
gradient boosting [24] were studied in the research work 
[25] where the decision tree showed the accuracy of 
84.2%, extreme learning machine showed the accuracy 
of 81%, and gradient boosting showed the accuracy of 
81.6% for the classification of heart disease. The 
performance of hybrid approach using particle swarm 
optimization (PSO) [26] and SVM were studied in the 
research work [27] where the SVM-PSO classifier 
showed the accuracy of 84.81% for classification of heart 
disease. The performance of PSO based multi-layer 
perceptron (MLP) [28] was studied in the research work 
[29] where the PSO based MLP showed the accuracy of 
84.6% for classification of heart disease. 

An effective hybrid kind of approach is required for 
the classification of heart disease data. This paper 
presents a machine learning classification system called 
genetic algorithm-based ensemble classification system 
(GA-ECS). This paper is structured as follows: GA-ECS 
is described in the second section, the results and 
discussion of GA-ECS is given in the third section, and 
finally the conclusion about GA-ECS is given in the fourth 
section.  

II. THE PROPOSED SOLUTION 

The architecture of GA-ECS is shown in Figure 1. 
The ensemble classification system of GA-ECS is an 
ensemble of ensemble classifier and AdaBoost 
classifier. In GA-ECS, the genetic algorithm is used to 
identify best features from the dataset. The identified 
features given by the genetic algorithm is used to train 
the ensemble classifier. The sub ensemble classifier 
that consists of decision tree, k-nearest neighbor (KNN) 
[30], naïve bayes [31], random forest [32], and SVM is 
hybridized with the AdaBoost classifier in GA-ECS. 
Here, the random forest classifier is used as the base 
classifier for the AdaBoost classification. The sub 
ensemble classifier in GA-ECS uses a voting based 
approach to compute the output from different 
classifiers. The GA-ECS gives the final output through 
getting voting from the sub ensemble classifier and 
AdaBoost classifier. The integration of AdaBoost and 
sub ensemble classifier in GA-ECS will contribute 
towards an enhanced classification system as it 
combines the outputs of several machine learning 
classifiers. The AI methods employed in GA-ECS are 
described below.   

 

FIGURE 1. Architecture of GA-ECS. 

A. Genetic Algorithm  

The genetic algorithm is based on the idea of natural 
selection given by Charles Darwin [33]. Only the fittest 
individuals from different generations are strictly chosen 
by the natural selection process. The machine learning 
techniques adopt genetic algorithm for choosing the 
finest variables in applications related to prediction. In a 
series of generation, the genetic algorithm picks the 
successful genetics (variables) from each generation. 
The genetic algorithm is mostly used in data mining 
applications like feature selection from dataset, 
parameter tuning in machine learning models, etc. 
Figure 2 shows the process of genetic algorithm. Below 
are the steps of genetic algorithm in feature selection 
problem. 

• Present a population (generation of chromosomes) 
from the available set of features 

 

• Estimate the value of fitness for each individual 
based on some measures. 

 

• The crossover and mutation process take place in 
the population. 

 

• A new set of population is produced. 
 

• Considering the fitness values, the finest 
individuals are selected from the population. 

 

• The steps 3 to 5 are iterated till reaching the 
desired count of generation. 

 

 
 

FIGURE 2. Flowchart of genetic algorithm, 
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B. Decision Tree 

Decision tree is a classification process which uses 
a tree like design to make decision on the input features. 
The features of the training dataset are represented as 
nodes. The internal node and root node of decision tree 
represent different input features of the training dataset. 
The leaf or final nodes of the decision tree are 
considered as the output categories of training dataset. 
The decision tree follows a hierarchical way of making 
decisions on the input features by using a test condition 
on each node. The test condition leads to splitting of the 
training dataset into binary or multiple parts. The 
selection of node or attribute for splitting is the important 
step in generating decision tree. The information gain 
method is used widely for the selection of attributes for 
splitting procedure. Information gain can be computed 
by equation (1).   

IG (X, A) = E(X) – ∑
|Xa|

|𝑋|𝑎  E(Xa)                                           (1) 

Here, ‘X’ is a set of data tuples used for training, ‘A’ 
is an attribute and ‘a’ is its value, ‘Xa’ is a subset of X 
consisting of the instances with A = a, and E(X) is the 
entropy of X. E(X) can be represented by equation (2).   

E(X) = - ∑ PX (ci)
𝑇
𝑖=1 log PX (ci)                                      (2) 

Here, ‘PS (ci)’ is calculated by the percentage of 
instances belonging to ci in X, and ‘T’ is the number of 
target classes in the dataset. Some of the popularly 
used decision tree are classification and regression tree 
(CART), ID3, C4.5. CART is used as decision tree 
classifier in GA-ECS.  

C. KNN 

KNN algorithm is a classification algorithm that 
depends on learning by analogy. In KNN algorithm, a 
comparison is made between the given test data and 
trained data for finding the similarity. Assuming that ‘n’ 
number of attributes describe the training data tuples 
where each data tuple is visualized as a data point in the 
m-dimensional space. The KNN classifier finds the 
closeness of the test data with the trained data that 
holds position in n-dimensional space when a test data 
is given, the algorithm. The ‘K’ in KNN classifier 
indicates the number of closest neighbors that can be 
involved in voting process to determine the class of the 
unknown test data. The closeness between the data 
tuples is measured by distance function such as 
Euclidean distance. The Euclidean distance among the 
two data tuples, say, 𝑋1 = (𝑥11, 𝑥12, 𝑥13, … . . , 𝑥1𝑛) and 𝑋2 
= (𝑥21, 𝑥22, 𝑥23, … . . , 𝑥2𝑛), is computed using equation (3).   

dist (𝑋1, 𝑋2) = √∑ (𝑥1𝑖 − 𝑥2𝑖)
2𝑛

𝑖=1                                  (3) 

The KNN classifier with ‘K’ value equal to five is used 
in GA-ECS.  

D. Naïve Bayes 

Naive bayes algorithm is relied on bayes theorem 
which estimates a set of probabilities for a training 
dataset by examining the frequency and combination of 
values. The naïve bayes algorithm considers that all the 
features of training dataset are not dependent on each 

other given the value of class variable. The algorithm is 
named ‘naïve’ because of the conditional independence 
assumption does not suit best to all real-world 
applications although it achieves good accuracy and 
learns quickly in different supervised classification 
problems. Consider there are m target classes, 𝑇1,  𝑇2, 
… 𝑇𝑚 for a given dataset, then the naïve bayes classifier 
identifies the data tuple ‘X’ belonging to class ‘Ti’ only if 
it satisfies the condition, P(Ti|X) > P(Tj|X) for 1≤ j ≥m, 

j≠I.   

Here, X = (𝑥1, 𝑥2, 𝑥3, … . . , 𝑥𝑛) from n attributes 𝐴1, 𝐴2, 
… . , 𝐴𝑛. P(Ti|X) is the posterior probability of the target 
class Ti, given a tuple X. P(Ti|X) is computed using 
equation (4).    

P(Ti|X) = 
P(X|Ti) P(Ti) 

P(X)
 = (P(Ti) ∏ 𝑃(xk|𝑛

𝑘=1 Ti)) / P(X)      (4) 

Here, P(Ti) is the prior probability of the target class. 
P(X|Ti) is probability of tuple in class Ti. P(X) is the prior 
probability of X. As xk refers to the value of attribute 𝐴𝑘 
when computing P(X|Ti), the attribute should be 
checked whether it is categorical or continuous-valued. 
The attribute value given to naïve bayes classifier could 
be numerical or categorical. If the attribute contains 
continuous value, then it is considered to possess 
gaussian distribution with a mean 𝜇 and standard 
deviation 𝜎. When using continuous valued attributes, 
the P(xk| Ti) is computed using equation (5).  

P(xk| Ti) = g(xk, μTi
, σTi

))                                                      (5) 

Here, g(x, 𝜇, 𝜎) =
1

√2𝜋𝜎2
 𝑒

−
(x− 𝜇)2

2𝜎2                                           (6) 

The gaussian naïve bayes classifier is used in GA-
ECS.  

E. Random Forest 

Random forest is a machine learning algorithm which 
is widely used for feature selection. Random forest can 
be viewed as enhancement of decision tree algorithm. 
Producing numerous small decision tree from random 
subsets of the data is the main concept in random forest 
algorithm. A random selection of attribute is used to 
decide the split at each node to produce the individual 
decision trees. Due to random selection of attribute, a 
biased classification can be expected from each of the 
decision tree. Various trends in the data are captured by 
each of the individual decision tree. An ensemble of 
trees is used by random forest for producing 
complicated decision boundaries. This ensemble of 
trees can be thought of a group of specialists where 
each of them are expertise in their area but don’t have 
complete knowledge about the entire subject. The 
advantage is that the individual decision tree is not 
correlated as it does not capture all the features and 
hence the random forest is less inclined to over fitting. 
When using random forest for classification problems, 
each individual tree involves in voting, the class which 
has the majority voting is returned. The reduction of 
node impurity influenced by the probability of attaining 
that node is used to calculate feature value in random 
forest. The probability of node is computed from the 
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number of instances reaching the node divided by total 
number of instances. The features with high value are 
given higher importance.    

F. SVM 

SVM is a support vectors-based classification 
algorithm that works well for classification of both linear 
and nonlinear data. According to SVM algorithm, 
initially, the given dataset is transformed into higher 
dimension through nonlinear mapping. Then, the tuples 
of one class are separated from another class using a 
linear optimal separating hyperplane which is identified 
in the new dimension. SVM identifies the hyperplane 
using the support vectors and margins. The data points 
nearer to the hyperplane are called support vectors 
which defines the margins. Finally, two classes of data 
are separated by a hyperplane. SVM classifier is based 
on a kernel which is a set of computational functions that 
transforms the input data into the required form. SVM 
classifiers applies various kernel functions based on the 
applications. Some of the popular kernel function used 
by SVM are polynomial, sigmoid, nonlinear, radial basis 
function, and linear. A separating hyperplane can be 
represented using equation (7). 

W∙X + c =0                                                                                 (7) 

Here, ‘W’ = {𝑤1, 𝑤2, …, 𝑤𝑛} represents the weight 
assigned to the data point, ‘n’ is the number of attributes, 
‘X’ is a set of data tuples, and ‘c’ is a scalar which is 
referred to as bias. Linear kernel based SVM classifier 
is used in GA-ECS.  

G. AdaBoost 

AdaBoost is kind of ensemble classification system 
that uses a weak classifier to get trained multiple times 
with the different datasets. The outputs of all the 
classification models produced from different trained 
weak classifiers are ensembled to give the final output. 
According to the AdaBoost classification method, 
initially, a random weight is assigned to all the instances 
of training dataset. Then, the training dataset is used to 
train the weak classifier. This process is followed by 
testing the trained weak classifier. Then, the training 
dataset is updated by weights of instances are modified 
according to the training error rate. The weights are 
incremented for the instances that are classified 
wrongly. The weights are decremented for the instances 
that are classified correctly. Then, the updated training 
dataset is used to train the weak classifier. This process 
continues with multiple repetitions. Finally, a voting 
method is used with all the trained weak classifiers 
which decides the final output for unknown cases. The 
weights of instances are updated in each repetition 
using equation (8).   

wk
(r+1) = 

𝑤𝑘
𝑟

𝑧𝑙
 × {

𝑒−𝛽𝑟 𝑖𝑓 𝑏𝑟 (𝑥𝑘) = 𝑐𝑖

𝑒𝛽𝑟  𝑖𝑓 𝑏𝑟  (𝑥𝑘) ≠ 𝑐𝑖

                                    (8) 

Here, 𝛽𝑟 = 
1

2
 ln (

1−𝑒𝑟

𝑒𝑟
)                                                              (9) 

In equation (8), ‘r’ is the repetition level, ‘zl’ is the 
normalization factor, ‘wk’ is the weight of instance ‘xk’, ‘br’ 

is the weak classifier, ‘ci’ is the output class label of the 
training dataset, and ‘er’ is the training error of ‘br’. In 
equation (9), 𝑒𝑟 is the training error. The final output of 
AdaBoost classifier for an unknown case x′ is computed 
using equation (10).  

AdaBoost = argmax
c

∑ βr I(br(x′) = c)
q
r=1                   (10) 

The AdaBoost classifier with random forest as base 
classifier is used in GA-ECS.  

The Cleveland heart disease dataset is used for 
testing the GA-ECS. The Cleveland heart disease 
dataset contains 303 samples where the input features 
are serum cholesterol, angina, number of major vessels, 
gender, electrocardiographic results, blood pressure, 
heart rate, slope of the peak exercise, types of chest 
pain, thalassemia, fasting blood sugar, age, and 
oldpeak. The output categories of the heart disease 
dataset are ‘below 50% narrowing’ and ‘above 50% 
narrowing’.  

III. RESULTS AND DISCUSSIONS 

The performance measures: accuracy, precision, 
sensitivity, specificity, and F-measure are used to test 
the performance of machine learning classifiers for the 
optimized medical datasets obtained from RF-EMLC 
method. The performance measures: accuracy, 
sensitivity, and specificity are estimated using equations 
(11), (13), and (14), respectively [34]. The precision is 
estimated using equation (12) [35]. Here, TNE, TPO, 
FNE, and FPO represent the total observations that are 
recognized correctly for the negative class, total 
observations that are recognized correctly for the 
positive class, total observations that are recognized 
wrongly for the negative class, and total observations 
that are recognized wrongly for the positive class, 
respectively.  

Accuracy = 
TPO+TNE

TPO+TNE+FPO+ FNE
                 (11) 

Precision =  
TPO

TPO+FPO
       (12) 

Sensitivity =  
TPO

TPO+FNE
       (13) 

Specificity =  
TNE

TNE+FPO
       (14) 

Figures 3, 4, 5, 6, 7, and 8 show the receiver 
operating characteristics (ROC) graphs [36] of decision 
tree, KNN, naïve bayes, random forest, SVM, and 
AdaBoost classifiers, respectively. Table I shows the 
performances of machine learning algorithms without 
the feature selection process. Table II shows the 
performances of single machine learning classifiers, sub 
ensemble classifier, AdaBoost classifier, and GA-ECS 
after the feature selection process. As shown in Table I 
and Table II, the machine learning classifiers when 
testing with whole dataset without any feature selection 
method showed lower performance than the classifiers 
that uses genetic algorithm-based feature selection 
method. The GA-ECS shows the classification accuracy 
of 90% for classification of heart disease.  
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FIGURE 3. Performance graph of decision tree. 
 

 
 

FIGURE 4. Performance graph of KNN. 
 

 
                                                                                                         

FIGURE 5. Performance graph of naïve bayes. 

 

 

 

FIGURE 6. Performance graph of random forest. 

 

 
 

FIGURE 7. Performance graph of SVM. 
 

                    

FIGURE 8. Performance graph of AdaBoost. 
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TABLE 1 Performance of Classifiers Before Feature 
Selection Process. 

Classifier Accuracy Precision Sensitivity Specificity 

Decision 
tree 

0.72 0.73 0.71 0.73 

KNN 0.57 0.57 0.68 0.47 

Naïve 
bayes 

0.77 0.76 0.81 0.73 

Random 
forest 

0.77 0.73 0.87 0.67 

SVM 0.74 0.71 0.81 0.67 

 
TABLE 2 Performance of Classifiers After Feature Selection 

Process. 
Classifier Accuracy Precision Sensitivity Specificity 

Decision 
tree 

0.75 0.72 0.84 0.67 

KNN 0.8 0.74 0.94 0.67 

Naïve 
bayes 

0.79 0.78 0.81 0.77 

Random 
forest 

0.82 0.76 0.94 0.7 

SVM 0.8 0.74 0.94 0.67 

Sub 
ensemble 
classifier 

0.84 0.78 0.94 0.73 

AdaBoost-
random 
forest 

0.87 0.85 0.9 0.83 

GA-ECS 0.9 0.9 0.9 0.9 

 

The decision tree classifier showed lower performance 
when compared to other machine learning classifiers for 
the classification of heart disease based on analyzing the 
ROC graphs and accuracy score given in Table II. The 
AdaBoost classifier showed better performance when 
compared to other machine learning classifiers for the 
classification of heart disease based on analyzing the 
ROC graphs and accuracy score given in Table II. The 
GA-ECS showed better accuracy score than AdaBoost 
classifier for the classification of heart disease because 
of the integration of AdaBoost with the sub ensemble 
classifier. 

IV. CONCLUSION 

This paper proposed an effective classification 
system, GA-ECS for the diagnosis of heart disease. It 
can be concluded that the feature selection process can 
enhance the performance of the classification system for 
the diagnosis of heart disease as shown through the 
experiments of GA-ECS with the Cleveland heart 
disease dataset. The genetic algorithm based on a 
random forest classifier was able to identify the best 
features for which the GA-ECS showed good 
performance on the classification of heart disease with 
an accuracy of 90% for the Cleveland heart disease 
dataset. It can also be concluded that the AdaBoost 
classification system with the random forest as a base 
classifier could enhance the overall efficiency of the 
classification system when the AdaBoost is hybridized 
with the ensemble machine learning classifier. The 
components of the ensemble classifier should be 
selected appropriately based on the given dataset. 
Future work will be extending the architecture of GA-
ECS by integrating it with deep learning methods and 

analyzing its performance for the classification of various 
medical datasets.  
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